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Recent experiments have obtained radiographic data from shock waves driven at >100 km/s in xenon gas, and Thomson scattering data from similar experiments using argon gas. Presented here is a review of these experiments, followed by an outline of the discrepancies between the data and the results of one-dimensional simulations. Simulations using procedures that work well for similar but nonradiative experiments show inconsistencies between the measured position of the interface of the beryllium and xenon and the calculated position for these experiments. Sources of the discrepancy are explored. © 2007 American Institute of Physics. [DOI: 10.1063/1.2714023]

I. INTRODUCTION

Radiation hydrodynamics is a difficult regime to explore in laboratory systems. It requires facilities capable of heating moderate-density material to relatively high temperatures in a system of large enough extent to allow the radiation transport to affect the hydrodynamic properties of the system. Here, after discussing prior related work and some of the astrophysical connections of our work, we describe an experiment producing a radiation hydrodynamic, driven shock in xenon gas and one-dimensional (1D) simulations of that experiment. A notable discrepancy is present in the predicted driver/gas interface versus the measured experimental position of the interface. We proceed to explore some possible causes of the discrepancy.

The present experiments are the first in planar geometry to exceed the threshold for radiative collapse by formation of a post-shock cooling layer, and to detect the material that has been shocked and cooled. Following the shock, which heats ions primarily, the ions and electrons equilibrate rapidly. A post-shock cooling layer must form when the energy flux due to thermal radiative losses from the shocked material exceeds the energy flux entering the shocked material. The natural normalization of the fluid energy equation in an optically thick system gives a threshold for significant radiative cooling as

\[ R_r = \left( \frac{\gamma + 1}{\gamma} \right) \frac{4 \sigma T^4_{\text{init}}}{\rho_o u_s^2} \frac{u_s^5}{\rho_o}, \]

where \( \sigma \) is the Stefan-Boltzmann constant and \( \rho_o \) is the mass density of the unshocked, upstream material. The corresponding threshold velocity in xenon, at 10 mg/cm\(^3\), is about 50 km/s.\(^1\) If the optical depth of the region behind the shock decreases, decreasing the emissivity of the shocked material, the value of \( R_r \) required to see large radiative effects increases.

Prior work has included a number of experiments that have exceeded the shock-velocity threshold\(^2\) for the formation of a thermal radiative precursor, in which thermal radiation from matter heated by the shock itself heats the matter ahead of (“upstream” of) the shock. Radiative precursors have been observed in experiments by Bozier et al.,\(^3\) Grun et al.,\(^4\) Keiter et al.,\(^5\) González, Busquet, and co-workers,\(^6\) and Koenig, Bouquet, and co-workers.\(^7\) The experiments of Grun et al.\(^12\) and Hansen et al.\(^13\) produced quasispherical radiative blast waves at much lower density, with significant radiative effects. Experiments producing a cylindrical blast wave observed radiative cooling effects caused by heating of the shocked gas by electron heat conduction.\(^14\)

The experiments discussed here were motivated by the need to better understand radiative shocks in astrophysics. Astrophysical radiative shocks appear in a wide range of contexts. Depending on the details of the strength of the shock and the circumstellar material, shocks in young supernova remnants may be radiative. Some astrophysical jets show signs of radiative cooling and compression. Some stationary shocks in stellar atmospheres can radiatively cool efficiently. Aging supernova remnants pass into a radiative phase when the radiative cooling time becomes shorter than the age of the remnant.\(^15\)

Because the properties of such shocks depend fundamentally on the optical depth of the upstream and downstream regions,\(^16\) any specific experiment is most relevant to astrophysical cases with a similar structure of optical depth. Figure 1 shows one example of this for the present experiment. In simulations of shock breakout in SN1987a by Enns and Burrows (1992),\(^17\) the authors note the formation of a radiative cooling layer just behind the shock driven by the stellar explosion as it enters the lower-density material in the outer layers of the star. Rapid radiative cooling of the shocked material was accompanied by a sharp density increase, as shown in Fig. 1(a). The thickness of this dense layer is very small compared to the distance from the center of the star. This is similar to the formation of a cooling layer in an experiment driving a shock through xenon gas, described in the present paper and further\(^18\) by Reighard et al.
A simulation showing the density and temperature structure behind the shock for the experiment is shown in Fig. 1. In both of these systems, the material downstream of the shock is optically thick and moving at a high velocity, which shocks lower-density material to a high temperature. This hot, shocked gas then radiates strongly and loses significant amounts of energy, causing further compression of the shocked material. It is important to note that while the present experiment can observe the qualitative structural evolution of this type of system, and can be directly useful for validation of simulation codes, it is not a completely well-scaled model of the astrophysical case. The reason is that the scaling of the radiative cooling and heating with density and temperature in the two systems is not identical. Even so, any computer code intended to accurately simulate shocks in astrophysics with this structure should also be able to simulate the shock in the present experiment.

II. EXPERIMENT DESCRIPTION AND RESULTS

The experiments were performed at the Omega laser at the Laboratory for Laser Energetics at the University of Rochester. Figure 2(a) shows an image of one of the targets used. The gas cell was a cylindrical section of polyimide tubing, of inside diameter (ID) 600 μm and composition C_{22}H_{10}N_{2}O_{5}. We used the metallic tube attached to the right end of the target to evacuate it and then fill it with xenon. The xenon pressure was measured immediately before the laser firing for each experiment. It was 1.1 ±10% ATM for the cases of interest here corresponding to ρ_s=0.006 g/cm^3 or to 2.7×10^{19} atoms/cm^3. Shown attached to the left end of the target, a circular metallic disk, identified here as the “drive disk,” is attached to the polyimide tube using glue. For the experiments discussed here, the drive disk was beryllium, 20 μm (±7%) thick and 2 mm in diameter. We focused ten laser beams of wavelength 0.35 μm onto a ~1 mm spot centered on the drive disk. The laser beam pulse was square, with a 1-ns flat-top pulse, and with the midpoint of the rising edge defining time t=0. The total energy was ≤4000 J. Distributed Phase Plates (DPPs) created

![FIG. 1. Profiles of density (dashed) and ion temperature (solid) in two radiative shocks that are optically thick downstream and optically thin upstream. (a) Temperature and density profiles obtained by Ensman and Burrows, modeling the shock in SN 1987A as it emerges from the star. From Ensman and Burrows, 1992. (b) Temperature and density profiles from simulations of the present experiments in xenon gas.](image1)

![FIG. 2. (Color online) (a) An image of the radiative shock target. The 20 μm thick beryllium disk (left) is accelerated via laser ablation pressure into a xenon-filled polyimide tube. The tube diameter is 600 μm. The object attached to the top of the tube is a gold grid used for spatial calibration. A tube used for filling the target with gas before experiments is shown on the right of the tube. (b) X-ray radiography image of collapsed radiative shock at 8 ns after the drive lasers turn on. Position is measured from the front side of the initial position of the beryllium disk. The dark feature is dense xenon gas, while the beryllium is transparent at this wavelength. Two of the observed features do not represent real structure. The dark feature labeled “1” to the left of the Be/Xe interface is due to a scratch on the film. The nearly horizontal, moderately dark feature across the entire image, labeled “2,” is noise produced by the framing camera when operated at this pulse length.](image2)
super-Gaussian focal spots of 820 \( \mu \)m diameter [full width at half-maximum (FWHM)], with small-scale structure that fluctuated via Smoothing by Spectral Dispersion (SSD).\(^{23}\) The overlapping laser beams produced a laser irradiance of approximately \( 5 \times 10^{14} \) W/cm\(^2\). The pressure from laser ablation drives a shock through the drive disk and then continues to accelerate the resulting Be plasma, propelling it into the tube, where the Be drives a shock into the xenon.

We diagnosed these experiments using three diagnostics. The primary diagnostic was x-ray radiography, typically using a backlit pinhole to produce a cone of 5.2 keV He-\( \alpha \)-like x rays, created by focusing four laser beams on a 5-\( \mu \)m-thick vanadium foil, located behind a 20 \( \mu \)m pinhole in a Ta substrate. This cone of x rays irradiated the target and was recorded by a gated, microchannel-plate framing camera of a standard type.\(^{24}\) Figure 2(b) shows a radiographic image from such an experiment. This image, viewing along a line of sight orthogonal to the tube axis, was captured at 8 ns after the drive beams fired. The dark absorption feature is the dense xenon gas, which is moving to the right in this image. The shock front is at the right edge of the observed dark feature and the beryllium/xenon interface is at the left edge. In these radiographic images, the beryllium driver is transparent, so no features of the beryllium are measured by this diagnostic. The xenon layer is not orthogonal to the tube axis, which we attribute to errors in the alignment of the target to the beams. Figure 3 shows the position of the interface obtained from a sequence of experiments, along with some curves from simulations to be discussed. The error bars on these data points are from uncertainty in drive timing in time and from uncertainty in metrology measurements in position. Further details and results of the experiment and the radiographic data can be found in Reighard et al.\(^{21}\) The second diagnostic used was Thomson scattering from shocks driven in argon gas\(^{25}\) and we used transverse velocity interferometry,\(^ {26}\) (VISAR\(^ {27}\)) in xenon to obtain further evidence of the behavior of these shocks as a third diagnostic.

These measurements led consistently to the following description of the behavior of these shocks. The radiography shows that Be plasma pushes the Xe forward at a velocity of \( 135 \pm 10 \) km/s, approximately constant (ignoring one outlying point) from 8 to 15 ns. It also shows that the xenon is compressed to a thin layer. Obtaining the exact compression is complicated by tilting of the shocked layer and other effects, but notwithstanding these limitations it is clear that the xenon layer has collapsed in space during radiative cooling. The collapse occurs because the pressure in the xenon is sustained by the Be and newly shocked Xe even as the shocked xenon is compressed to several times its initial post-shock density.\(^ {21}\) The Xe radiates strongly because the post-shock electron temperature reaches several hundred eV. The simulations discussed below give 230 eV, while one finds 250 eV from a simple model based on the shock velocity and Saha ionization.\(^ {19}\) In addition, after allowing for the differences between Xe and Ar, the Thomson scattering measurements made in argon gas are reasonably consistent with these numbers.) In experiments using a 40 \( \mu \)m drive disk, the VISAR measurement showed that the precursor has become ionized, and confirmed the shock velocity determined by the radiography.\(^ {26}\)

III. BASIC SIMULATIONS AND RESULTS

Our one-dimensional simulations of this system used Hyades,\(^ {28}\) a Lagrangian code using a single continuity equation and single momentum equation, separate energy equations for the electrons and the ions, and, in the simulations discussed here, treating radiation with flux-limited multigroup diffusion. The average ionization is taken to have its equilibrium value and opacities are evaluated using an average atom model. The equation of state is either tabular or that of a polytropic gas with a specified index, \( \gamma \). Electron heat transport is by flux-limited diffusion. In some cases, radiation is artificially suppressed.

We simulate the launching of a beryllium disk into xenon gas at 1.1 ATM, or 0.006 g/cm\(^3\). The beryllium is finely zoned, using 165 zones over 20 \( \mu \)m of material. These zones are feathered to smaller sizes in the zones closest to the xenon. The equation of state used for beryllium was an ideal gas model using \( \gamma = 1.6 \). The resulting behavior was identical to that seen in other cases using a SESAME equation of state table,\(^ {29}\) which is not surprising as the \( \sim 50 \) Mbar shock driven by the laser fully ionizes the Be. The xenon gas was modeled using a total of 400 zones over 4 mm, with smaller zones closer to the beryllium interface, and used a SESAME equation of state. The radiation was treated with 90 photon groups over 20 keV, adjusted to resolve edges in xenon up to 6 keV. The left edge of the beryllium in these simulations was irradiated using a laser source at 3.4 \( \times 10^{14} \) W/cm\(^2\) for 1 ns, which is 66% that used in the experiment. We will refer to this quantity in the discussion below as \( I_{\text{H}} \).

As has been observed through 2D simulations,\(^ {30}\) the laser irradiance used in 1D simulations at the irradiance of interest here must be reduced to give accurate results, be-
cause radial heat transport reduces the ablation pressure in the actual system. The irradiation in the present experiments is nearly identical to that used in previous work with two-layer, nonradiative, purely hydrodynamic targets, differing only in these ways: (a) the present experiments use SSD, (b) the present experiments use an irradiance that is 80% of the value used previously, and (c) the present experiments use 20 \mu m of Be, from which the shock emerges during the laser pulse, while the previous experiments used 150 \mu m of polyimide as a first layer, so that the shock traversed only about half of this layer during the laser pulse. In the previous work, we have extensively compared the results of Hyades simulations to measurements of the shock and interface positions. We found that the code reproduced the observations very well using an irradiance that was 66% of the actual value. Here, we used as \( I_H \) 66% of the laser irradiance in the present experiments. Given the similarity of the irradiation conditions, it seems sensible to assume that the lateral energy transport during laser irradiation ought to be the same in the present experiment, and so one expects that simulations using an irradiation of \( I_H \) ought to match the data.

These simulations predict the production of a dense, collapsed layer in the shocked xenon gas. After an initial formation period, a quasi-steady-state shocked layer forms, showing a compressed layer of xenon that is approximately 50 times more dense than the unshocked xenon gas. At 8 ns, as shown in the solid line in Fig. 4, the collapsed layer is approximately 65 \mu m thick after having traveled 1.4 mm. In this figure, the vertical line indicates the position of the boundary between beryllium and xenon. These simulations also show a lower-density region of beryllium separating the xenon layer from the bulk of the beryllium pusher. We attribute this to the radiation from the xenon, which ablates the leading edge of the Be. For comparison, identical simulations were done with radiation transport artificially suppressed, with results shown by the dashed line in Fig. 4. In these simulations, the shocked material in xenon gas formed an extended layer that was 200 \mu m thick and only 10 times as dense as the unshocked xenon gas. There is little separation between the xenon and the beryllium, and the bulk of the beryllium remains very dense. One can see that the beryllium density at the interface with the xenon is much higher in the radiative simulation, and that the interface has moved 100 \mu m farther than in the simulation where radiation was suppressed.

Contrary to the expectations discussed above, simulations run with laser irradiance \( I_H \) did not reproduce the observations. There is a significant discrepancy between the observed and simulated positions of the beryllium/xenon interface, as Fig. 3 shows. The uppermost curve in Fig. 3 is a 1D Hyades simulation run at the irradiance \( I_H \) described above. This curve lies well above the experimental data, overpredicting the distance the interface has traveled by approximately 25%. The other curves on the plot show the effect on the interface position of decreasing the laser irradiance. To obtain the observed trajectory of interface locations, the laser irradiance must be reduced to 0.7 \( I_H \) (29% of the actual laser irradiance). While this represents a method of reproducing the observed interface position using the code, it is an ad hoc adjustment for which we do not have a physical basis. This motivates the discussion of the following section.

Table I shows, at 10.0 ns, several parameters of this system from the simulation that reproduces the observed interface position. The table gives values at the interface location, at the zone where the electron temperature \( T_e \) and ion temperature \( T_i \) equilibrate to within 1 eV, and at the zone of maximum \( T_i \). It gives the location, \( T_e, T_i \), the average charge, \( Z \), and the radiation “temperature” \( T_r \), which is the value of the temperature that corresponds for a Planckian distribution to the radiation energy density. At the equilibration point, the electron density is \( 7.1 \times 10^{21} \text{ cm}^{-3} \). Although the radiation flux is clearly important to the dynamics of this system, the radiation pressure remains nearly four orders of magnitude smaller than the plasma pressure.

### IV. EXPLORING DISCREPANCIES BETWEEN 1D SIMULATIONS AND EXPERIMENTAL RESULTS

This section reports the results of our examination of the possible causes of the discrepancy just described. It might be a consequence of either the one-dimensional dynamics of the system or of two-dimensional effects. The potential physical

![Density profiles from Hyades simulations of the experiment at 8 ns. The solid line is a simulation using diffusive multigroup radiation transport, while the dashed line is an identical simulation with radiation artificially suppressed. The vertical line extending from both curves to the x axis shows the location of the beryllium/xenon interface for each simulation.](image-url)
issues that could create errors in the one-dimensional location of the Be/Xe interface include the equation of state of the Be, the effect of radiation in the Be as it is shocked and accelerated, and the effect of the radiation from the Xe on the Be as the shock evolves. Here we first consider possible two-dimensional effects and then consider the issues in one dimension just mentioned.

In two-dimensional simulations, one may find the lateral flow of energy or matter, which cannot be accounted for in a one-dimensional simulation. The lateral flow of energy during the laser pulse acts to reduce the ablation pressure and thus may reduce the momentum delivered to the Be plasma. The use of the irradiance $I_{\text{ir}}$ in our baseline simulations is intended to account for this. We would not expect the lateral flow of energy after the laser pulse to have a significant effect on the Be/Xe interface position, which must be determined primarily by momentum balance. The momentum of the Be plasma has already been established during the laser pulse, and the initial areal mass of the Be drive disk is equivalent to 6 mm of the Be gas. In addition, lateral flow of energy is present in simulations of similar experiments using the FCI code, reported previously. $^{21}$ FCI includes laser absorption, radiation, and flux-limited diffusive electron heat transport. The FCI simulations exhibited a discrepancy similar to that seen in the 1D results presented above. The lateral flow of matter could potentially have an impact on the Be/Xe interface location through its effect on the momentum balance or on the thickness of the Be plasma. However, simulations with FCI and with Zeus $^{33,34}$ did not produce significant lateral mass flow. We had only a limited ability to learn from two-dimensional simulations, but the considerations just stated made it seem plausible that the cause of the discrepancy might be one of the one-dimensional effects identified in the previous paragraph. This motivated a more extensive exploration of the one-dimensional issues, described here.

Because the shock velocity and collapsed layer position in these experiments and simulations depend on the position of the driven surface, we first undertook to examine the treatment of the beryllium in the simulations more closely. We first explored the possibility that errors in the Be equation of state (EOS) might be important and then explored the impact of the treatment of radiation on the Be evolution. We explored the sensitivity to EOS by doing a sequence of simulations varying $\gamma$. While this might fail to capture details associated with changes in compressibility as different electron shells open up in the material, it should show whether the behavior of the system is strongly sensitive to the EOS. In addition, for Be shocked to 50 Mbars it would be quite surprising to find subtle differences relating to the detailed structure of the equation of state. We found that variations in $\gamma$ produced the expected increase or decrease of the Be density but led to only small changes in the interface velocity. This is not surprising as the ablation pressure and mass ablation rate due to the laser should be weakly affected by changes in compressibility, so that the main determinants of the velocity are the total impulse from the laser and the total areal mass of the target.

We proceeded to explore the impact of radiation on the evolution of the Be. In simulations done with xenon gas, as shown in Fig. 4, there is a distinct difference in the beryllium profile when radiation is turned off, which might or might not be due entirely to the xenon acting as a radiation source on the beryllium. To explore the relative importance of radiation from the Xe, we performed simulations identical to those described above, removing xenon gas and replacing it with helium gas at the same mass density, 0.006 g/cm$^3$. The He plasma produced by the shock is not a strong radiation source. Therefore, differences in the beryllium profile between cases with radiation or with radiation suppressed would be caused only by radiative effects in the Be. Shown in Fig. 5 are the results of simulations over 10 ns with beryllium driven into He gas, with multigroup radiation transport (solid line) and with radiation artificially suppressed (dashed line). The dense feature in both of these simulations is the beryllium. After 10 ns, the beryllium density profile in the radiative simulation is significantly different than in the nonradiative simulation. While the position and density of the beryllium/helium interface is approximately the same in the two simulations, more Be lagged behind the interface in the radiative case, and in this case the peak Be density is less than half the peak density in the nonradiative simulation. We conclude that the radiation treatment in the simulation has a significant effect on the beryllium behavior. However, the difference in the position of the Be/He interface is negligible between these two cases, so the effect of the radiation within the Be during the laser pulse appears not to explain the discrepancy we are exploring.

The third issue we explored is the impact of the radiation
from the xenon on the Be and on the Be/Xe interface position. In Fig. 6 we compare simulations using multigroup radiation transport in xenon gas (solid line) to those in helium gas (dashed line) at times up to 10 ns. At 2.5 ns, the difference in the beryllium profile between these two simulations is minimal. But as the radiatively collapsed layer becomes more defined, the differences become more dramatic. At 10 ns, the peak density of the beryllium driven into xenon gas is less than 1/3 that of the peak density of the beryllium driven into helium gas. The xenon simulation very clearly shows that the dense Be is ablated by the radiation. Moving from the position of the peak Be density to the Be/Xe interface, the Be both accelerates and heats in the presence of the absorption of radiative energy. Thus, this is an ablative expansion and not an adiabatic one (which also would be seen in the He simulation if present, but is not). In the simulation shown, the position of the interface in the xenon simulation is approximately 1750 μm, while that in the helium simulation is at 1500 μm, as compared to 1325 μm in the experiment. The profiles to the left of the beryllium density peaks are the same in both simulations. We discuss this case further in the next section.

V. DISCUSSION AND CONCLUSION

In the present sequence of experiments, we have established methods by which a strongly radiative shock can be driven and diagnosed in an initially planar geometry. The experiments have produced very thin shocked xenon layers, inferred to have densities several times their initial postshock values. The shocked xenon reaches temperatures of hundreds of eV near the shock front, which is why it is so strongly radiative. This type of target, and variations on it with different gases and target details, can be used in future work with increasingly advanced diagnostics, in order to achieve a detailed knowledge of the structure of radiative shocks that are optically thin upstream and optically thick downstream.

While many features in the observed data are qualitatively sensible and roughly consistent with simple models, more detailed comparisons with one-dimensional simulations revealed a disparity in the location of the Be/Xe interface. The experimental interfaces move more slowly than those in the simulations, despite the fact that the simulations are run in a way that has previously been benchmarked by purely hydrodynamic experiments. The limited two-dimensional simulations available to us did not immediately resolve these discrepancies.

This led to the scaling studies with one-dimensional simulations that have been discussed here. Potential errors in the equation of state of Be and in the radiation transport in the Be during laser irradiation do not appear able to account for the discrepancy. If the ablation of the leading edge of the Be by the radiation from the shocked Xe were weaker than predicted, this might reduce the discrepancy but would not eliminate it.

This last point merits some further discussion. It is quite plausible that errors in the opacity of the Be to the thermal radiation near 60 eV in temperature from the dense Xe layer might be incorrectly treated in the code, that there might in fact be less expansion of the Be toward the Xe, and that as a result the interface might move less far than in the standard simulation. However, it would be very difficult for this to cause the interface to end up at the observed location, moving more slowly than is reported in the nonradiative simulation with He gas. This would require that the radiation in the xenon decelerated the Be without producing much expansion from its surface. To some degree, one could explore this issue by varying the opacity of the driving material to the thermal x rays. One concludes at present that an improved treatment of radiation from the Xe layer and opacity of the Be might decrease the disparity between simulated and observed interface positions, but is unlikely to be the full explanation.

Beyond the opacity studies just mentioned, we see no other issues in the one-dimensional behavior that might explain the observed discrepancy. This suggests, for future work, a return to two-dimensional simulations and in particular a detailed examination of the lateral heat transport as a function of space and time. This potentially could reduce the ablation pressure to the level required to explain the observations.

Even after the discrepancy in interface position is resolved, it seems likely that reproducing the observed structures will prove challenging for radiation hydrodynamic codes. The dense xenon layer is optically quite thick, while the region around it is optically thin. The postshock cooling layer poses significant challenges as it is optically thin with large temperature gradients. The evaluation of the radiation
reaching the walls and their resulting expansion may also prove difficult to model.
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